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Purpose. The aim of the paper is to construct and to validate the variational procedure for determining 
the pollutant concentration and the water flow out velocity at the underwater source exit, as well as to 
analyze the algorithm sensitivity to the level of random noise in the measurement data.   
Methods and Results. The flow field was calculated using the three-dimensional baroclinic σ-coordinate 
model of water circulation. Realization of the pollution transfer model included application of 
the TVD-type monotone schemes. The temperature and salinity initial profiles were preset based on 
the results of probing in the area of the underwater release, and the characteristic velocity of 
the background currents was defined using the data of the ADCP-measurements. The input 
parameters of the problem were identified by means of the iterative procedure for minimizing 
the quadratic functional. The numerical experiments on identifying parameters of the underwater 
pollution source showed that if noise was left out of account, the original parameters were 
reconstructed with a relative error < 1%. It is shown that the identification problem becomes of better 
conditionality in case the data from more informative points of the measurement scheme are 
assimilated.  
Conclusions. Based on the analysis of the numerical experiments, the linearization algorithm is shown 
to be able to identify the parameters of the underwater source. The proposed algorithms can be used 
to solve a wide class of environmental problems, as well as to interpret and to plan the field 
experiments aimed at studying the wastewater distribution in the coastal waters. 
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Introduction 
Various environmental factors have a significant effect on the environmental 

situation in marine coastal waters, including the release of pollutants from underwater 
reservoirs. Availability of complete and reliable information about the situation in the 
water area of discharges is important for assessing the consequences and making 
managerial decisions. To obtain it, it is necessary to use contact and remote measurement 
methods [1–3], as well as the use of mathematical modeling methods [4-6]. 

Using mathematical modeling, the problem of identifying model parameters 
from measurement data naturally appears. Methods of determining the optimal 
parameters are most often based on minimizing the cost functionals, characterizing 
the difference between the model estimates of the impurity concentration and 
the measurement data. Assimilation algorithms [7–9] are constructed using adjoint 
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equations [10]. Such procedures are especially effective when the required 
parameters are variable in space and time. When some numerical modeling 
constants are subject to identification, one of the effective procedures for finding 
the optimal parameters is the estimation method based on the linearization [11, 12]. 
In this case, the problem in variations is solved once, which can sometimes be very 
effective for iterative identification of parameters. 

The present paper is aimed to construct and validate the variational procedure 
for determining input parameters of a transfer model. A numerical 
hydrothermodynamic model is considered [13], in which the parameters to be 
identified are the pollution concentration in the underwater source (hereinafter Cp) 
and the outflow velocity at the release from it (hereinafter pw ). It should be noted 
that the identification of such parameters is an important task, since obtaining their 
real values is usually problematic. 

Dynamical model 
The nonlinear baroclinic model described in [13–15] is used to calculate 

the flow fields, impurity concentration, temperature and salinity of sea water in 
the area of underwater outlet. It is based on three-dimensional σ-coordinate 
equations of ocean dynamics in the Boussinesq and hydrostatics approximation of 
the following form (summation over the indices α and β, which hereinafter change 
from 1 to 2, is assumed): 
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where x1 = x, x2 = y; σ – dimensionless vertical coordinate varying within –1 to 0; 
0 ηD h= +  – dynamic depth; αβτ  – the turbulent stress tensor components; MA , 

MK  , TA , TK , SA , SK  , CA , CK  – coefficients of turbulent viscosity and 
diffusion; g  – free fall acceleration; f  – the Coriolis parameter; 0ρ  – mean water 
density; αβε =0  when α = β ; 12ε = –1; 21ε = 1 , C – contaminating impurity 
concentration; T, S – water temperature and salinity. 

Sought variables of the system (1) – (8) are ( ) ( )1 2, ,u u u v=  – horizontal 
velocity components, *w  – flow velocity component normal to the surfaces 
σ = const , fields T, S, C and sea water density field ρ . 

On the free surface ( )σ = 0  the boundary conditions are of the following form 
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The boundary conditions at the bottom outside the source 
( )σ 1, ,p px x y y= − ≠ ≠  are written as follows: 
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where μ  – bottom friction coefficient; 2 2
1 2u u u= + .  

The boundary conditions at the bottom in the source action scope 
( )σ 1, ,p px x y y= − = =  can be represented in the following form [14]: 
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At the initial moment of time, three-dimensional hydrothermodynamic fields 
and the concentration field of the pollutant are described by the following 
conditions: 

0 , 0u U v w= = = ,   η 0= , ( )0 σT T= ,   ( )0 σS S= ,   С = 0.            (13) 
 

Here u, v, w – components of the flow velocity along the axes x, y, σ 
correspondingly; U0 – depth constant background flow velocity; T0(σ) – 
background temperature distribution; S0(σ) – background salinity distribution; 

2
p pw Q d=  – water outflow rate, pQ  – water consumption; d – horizontal source 

size; pT , pS  – temperature and salinity of outflowing water; pC  – impurity 
concentration at the source exit.  

The numerical procedure for solving the system of equations is based on 
the separation of the barotropic and baroclinic components in the velocity field and 
the use of explicit schemes for horizontal coordinates and implicit schemes for σ-
coordinate. The coefficients of horizontal turbulent diffusion are calculated by 
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the Smagorinsky formula [16]. The vertical turbulent viscosity and diffusion 
coefficients are determined by the Maylor – Yamada model [13, 17]. 
To approximate the advective terms in the model equations, the TVD schemes are 
used [18, 19]. They have the property of monotonicity, which is an important 
condition for adequate modeling of gradient fields. The algorithm for the numerical 
implementation of the model is described in detail in [14]. 

The problem is solved on a time interval [ ]00, t in a rectangular region 
{0 ; 0 ; 1 σ 0}x L y LΩ = ≤ ≤ ≤ ≤ − ≤ ≤  with liquid lateral borders and a free surface. 

When t > 0 at the basin bottom (σ = –1) in the local area pΩ  the source of mass 
begins to act. 

 
Algorithm of the pollution concentration identification in the source 
Consider the case when Cp is selected as the parameter to be identified. Such 

a problem can be solved based on the linearization method [11]. Let 
p

СV
C
∂

=
∂

 – is 

C-function variation relative to the required parameter Cp. According to [20], for 
the equation (5) with boundary conditions from (9) – (13), the following problem is 
written in variations below: 
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Let the problem (14) – (17) is solved within the time interval [ ]00, t  in 
the region Ω . Then, to solve the problem of identifying the parameter Cp, it is 
necessary to find the minimum of the following functional: 

 

( ) ( )1 ,
2 obs obsJ P RC C P RC C= − − ,                              (18) 

 

where 
0

0

,
t

a b abd dt
Ω

= Ω∫ ∫∫∫  – scalar product; obsC  – measured values of C at given 

points in the region Ω  at certain time points; R – projection operator in 
the observation point; P – operator of zero filling of the residual field in 
the absence of measurement data. 

Suppose the variable C in the form 
 

( )*
р рC C V C C= + − ,                                          (19) 
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where C  – some assessment of pollution concentration, and *
рC  – its true meaning 

to be identified. After substituting (19) into (18) we obtain 

( )( )( ) ( )( )( )* *1 ,
2 р р obs р р obsJ P R C V С С C P R C V С С C= + − − + − − .        (20) 

 

Further for simplicity we drop the dash above С . From the stationary 

condition 0
p

J
C
∂

=
∂

 we have 
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Formula (21) is also valid for the case when there are measurements, for 
example, only on the sea surface. Then the problem of constructing the cost 
functional (18) is solved by the corresponding choice of the operators P and R. 

Identification algorithm of the parameter pC  is implemented iteratively. First, 
the problem is solved once in variations (14) – (17) and the variable V is 
determined. Next, a certain initial approximation for the parameter pC  is specified 
and the main problem (1) – (13) is solved. Subsequently, pC  is estimated by 
the following formula 

 

( )1
,

,

n
obsn n

p p

P RC C PRV
C C

PRV PRV
−

−
= + ,                                    (22) 

 

where n = 1, 2, .., N – iteration number.  
 

Algorithm of source outflow velocity identification  
Outflow velocity identification pw  within the system (1) – (13) is significantly 

more complicated than Cp identification, since it leads to a nonlinear problem in 
variations. This problem, even in the approximation of constant coefficients MA , 

TK , SK , CK   is quite complex to solve. Therefore, the following simplified 

identification algorithm is proposed. At the first stage, the variation p

p

C
V

w
∂

=
∂

 is 

determined by averaging over the ensemble of solutions to a series of basic 
problems for various values of pw in the vicinity of the true value *

p рw w= . 
At the second stage, the initial approximation is set for the outflow velocity and 
the value pw is refined by the following formula 
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Expression (23) is obtained from the stationarity condition 0
p

J
w
∂

=
∂

 for 

the functional (18), where the value C is represented as ( )*
р рC C V w w= + − .  

 
Numerical experiments and discussion of the results 

Model calculations were carried out for the area of the Golubaya Bay of 
Sevastopol, where the main outlet of urban wastewater is located. 
The computational domain had a horizontal size L = 2 km and a depth of h0 =        
= 30 m. A rectangular grid with a horizontal step of d = 20 m and a resolution of 
σ 1 m was used. The time step of model integration was chosen to be 5 s. At 
the western boundary of the computational domain (x = 0), conditions of the form 
(1) were specified. On other liquid boundaries, for all variables, smooth 
continuation conditions were used: φ 0x∂ ∂ =  for x = L, φ 0y∂ ∂ = for y = 0 and 
y = L. 

The pollution source center was located at a point with coordinates xp = 600 m, 
yp = 1000 m. The horizontal size of the source along the x and y axes was equal to 
the computational grid step. It was believed that the water flowing from the source 
has zero salinity (Sp = 0), and its temperature is equal to the ambient temperature, 
that is, Tp = T0 (–1). As T0 and S0, the results of sounding in the underwater release 
area on May 20, 2016 were used. According to the ADCP measurements in 
the area of the Heraclean Peninsula [21], the value of U0 was assumed to be 
0.05 m/s. 

First, a model calculation of the dynamic characteristics and values of 
the concentration of contaminants caused by the source action was carried out with 
a given “true” value *

pC  = 0,5 kg/m3. The total integration time was 6 hours. During 
the first hour of the model time, the water flow Qp in source linearly increased from 
0 to 1.4 m3/s and then remained unchanged. 

The spatial distribution of the polluted water field over a fixed horizon            
σ = –0.3166 (z = –9.5 m) for t = 6 h is shown in Fig. 1. Here are the values of 
the relative concentration c = 100%·C/ *

pC . The dimensionless horizontal 

coordinates have the form: 2x x d′ = ; 2y y d′ = . In Fig. 2, for t = 6 h, values of 
relative concentration c are shown in the section along the axis x′  when 25y′ = . 
It can be seen from the figures that the field of polluted waters consists of a torch 
and a jet elongated in the direction of the background current and concentrated in 
the layer of the density jump (8–10 m). A detailed description of the effect of sea 
water density stratification and the background flow velocity on the impurity field 
is given in [14, 15]. 
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F i g.  1. Horizontal distribution of the relative impurity concentration c (%) in the area of 
the underwater source at σ = –0.3166 (z = –9.5 m) 

 

 
 

F i g.  2. Vertical structure of the relative impurity concentration c (%) field in the area of 
the underwater source at yꞌ = 25  
 

In parallel with the “model” calculation, the problem was solved in variations 
(14) – (17). When solving it, the necessary vertical profiles V were preserved at 
the corresponding time moments of the measurements. 

In the process of model integration, the values of concentration C were 
retained. It was assumed that some moving sensor sequentially measures 
the vertical profile C from the free surface to a depth of z = 25 m ( σB = –0.8333). 
Measurements begin at time t1 = 2 hours in the point ( 1x′ , 1y′ ) = (25, 20) and finish 
at time t15 = 5.5 hours in the point ( 15x′ , 15y′ ) = (35, 30). Time resolution of 
measurements is 15 min. The indicated measurement scheme is selected from 
the considerations that in field studies, the identification of contaminated water is 
usually carried out by carrying out a series of vertical soundings perpendicular to 
the direction of jet propagation [3]. 

Next, a series of numerical experiments to test the above pC parameter 
identification algorithm. Numerical experiments were carried out with a different 
number of stations. In addition, random noise [ ]ξ 2, 2r r∈ − was added to 
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the “measured” vertical profiles (σ)C , where, r is the given noise level, 
[ ]δ 0,1∈ is a normally distributed random variable. As an initial approximation, 

a value of pC  = 0.1 kg/m3 was set. It was established that for the convergence of 
the iterative process, 2–3 iterations are necessary. 

The results of parameter recovery for various combinations of stations at 
0 ≤ r ≤ *

pC /10 are given in Table 1. According to the comparison, without taking 

into account random noise, the parameter pC  is restored accurately, regardless of 
the number and information content of the stations used. When random noise is 
taken into account, the best recovery occurs when the most informative stations are 
used (group A), indicated in Fig. 1 by white squares. Group B includes station 
contamination spots located on the periphery, the coordinates of which are 
indicated by black circles. Such a result agrees well with the work [22] devoted to 
the planning of experiments. 

When testing the pw  parameter identification algorithm, a series of numerical 
experiments was carried out. For simplicity, it was believed that measurements of 
all 15 vertical profiles C, located according to the diagram in Fig. 1, were carried 
out simultaneously at t = 4 hours. Impurity concentration in the source 

*
pC = 0.5 kg/m3. 

 

T a b l e  1 
 

Results of reconstructing the pollutant concentration pC  at the underwater 
source exit for different groups of the stations at different noise level r  

in the input data 
 

Stations r, kg/m3 
Noise level,  

*100% pr C⋅ ,% 

Reconstructed  
concentration pC ,  

kg/m3 

Reconstruction error,  
*100 1 p pС С⋅ − , % 

Group A 

0.0000   0.0 0.5000     0.0 
0.0125   2.5 0.4791     4.2 
0.0250   5.0 0.5814   16.3 
0.0500 10.0 0.8432   68.6 

Group B 

0.0000   0.0 0.5000     0.0 
0.0125   2.5 0.5836   16.7 
0.0250   5.0 0.6932   38.6 
0.0500 10.0 1.0986 119.7 

 
First, 8 main problems were solved (1 ≤ j ≤ 8 ), in which water consumption in 

the source ,p jQ  varied from 0.8 to 2.0 m3/s with a step pQ∆  = 0.2 m3/s. 
The corresponding values of the outflow velocity were determined by the formula 

2
, ,p j p jw Q d= . The “model” water consumption value *

p
Q  = 1.4 m3/s, and 

the corresponding “model” value of the outflow velocity *
pw  = 3.5·10–3 m/s. 
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In the process of solving these problems, the fields C were saved at t = 4 hours. 
Then, for each ,p jw  the difference derivative was calculated 

, , 1( ) ( )j p p j p p j pV C w C w w−= − ∆ , where 2
p pw Q d∆ = ∆ ; 2 ≤ j ≤ 8. After the mean 

value 1 / 7 j
j

V V= ∑ was determined. It was taken for variation in the formula (23). 

As an initial approximation, pw  = 10–3 m/s was used 
The results of the reconstruction at different noise levels r in the input data are 

given in Tab. 2. As can be seen, at a noise level of 1.25% or lower, the value is 
reconstructed almost exactly. As with identification of pC , the greatest decrease 
required parameter is due to the assimilation of information from all measurement 
stations (including non-informative ones) and the approximate nature of 
determining the concentration variation. Naturally, when assimilating the most 
informative data, the accuracy of parameter reconstruction is increased due to an 
improvement in the conditionality of the solved identification problem. 

 

T a b l e  2 
 

Results of reconstructing velocity of the water release pw  from  
the underwater source at different noise level r in the input data 

 

r, kg/m3 
Noise level, 

*100% pr C⋅ , % 
Reconstructed water release 

velocity pw , m/s 
Reconstruction error, 

*100 1 p pw w⋅ − , % 

0.0000 0.0 3.4991985·10–3   0.0 
0.00675   1.25 3.5180813·10–3   0.5 
0.0125   2.5 3.8568601·10–3 10.2 
0.0250   5.0 4.6490142·10–3 32.8 

 

Conclusions 
Based on the analysis of numerical experiments, the applicability of 

the linearization algorithm for identifying the input parameters of the model of 
the distribution of pollutants from an underwater source is shown. The algorithms 
have good convergence of the iterative process, which permits quick evaluation of 
the pollution source concentration. The proposed algorithms can be used to solve 
a wide class of environmental problems, as well as to interpret and plan field 
experiments to study the distribution of wastewater in coastal waters. 
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